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Incident Response Plan
This response plan provides a summary of the incident handling process of Fewzion.
Definitions
Incident – an unplanned interruption or reduction in the quality of an IT service.
Incident Ticket – an electronic ticket that is uniquely identify the incident in OnTime system.
OnTime – the service desk software used by Fewzion.
Severity – a simple code assigned to incidents indicating the seriousness of their impact on the quality of IT service and business processes.
Reporting an Incident
Customers can use several ways to report an incident to Fewzion’s Support Team:  
1. Customers can login to Customer Portal and report the incident by the Portal,
2. Customers can send an email with the problem to support@fewzion.com or
3. Customers can use the Feedback gadget of Fewzion on their site.


All Incidents will be recorded in OnTime.


Incident Response Process
When an incident recorded in OnTime by an Incident Ticket, Fewzion’s Support Team will evaluate it by assigning Severity to the incident. 
Severity:
· Critical – where the incident has caused disruptions to the Customer's critical business operations; 
· High impact – where the incident has caused a significant disruption to the Customer's business operations, but where the problem can be worked around or a short delay in response is acceptable;
· Medium impact – where the incident is an important issue, but has not caused a significant disruption to the Customer's business operations;
· Low impact – where the incident is a non-critical issue
· No impact or Development Request – where the Customer has requested a new feature or wishes to propose changes to the Software; 
Example of an Incident Ticket in OnTime:
[image: ]
Fewzion’s Support Team will assign the incident to the adequate support member to solve the problem within the resolution time.
Severity defines the resolution time of an incident by SLA. We have individual Service Level Agreements with clients. See an example below.
	
	Response
	Investigation
	Resolution

	Critical
	Two (2) hours
	Four (4) hours
	Eight (8) hours

	High
	Two (2) hours
	Eight (8) hours
	Sixteen (16) hours

	Medium
	Four (4) hours
	Sixteen (16) hours
	Thirty-two (32) hours

	Low
	Eight (8) hours
	Forty-eight (48) hours
	1 week

	Development Request
	As agreed
	As agreed
	As agreed



This SLA need to meet with Response Targets in respect of 95% of all logged incidents; Investigation Targets in respect of 90% of all logged incidents; and Resolution Targets in respect of 80% of all logged incidents.
SLA Availability Target: Fewzion will be available for use by the Customer 99% of the time, excluding agreed maintenance and upgrade windows and excluding any downtime as a result of an unavailable server, network or other factor outside of the control of the Supplier. The “availability percentage” shall be calculated as follows:
Z = ((t – p - i) – a)) / (t – p - i) x 100
Z is the availability percentage, where:
T = total number of core operating hours for the calendar month
P = total number of hours for excluded interruptions during a calendar month
I = total number of hours for application issues for the calendar month
A = total number of hours the system was not available during core

[bookmark: _GoBack]Incident management: During the problem solving, the support person evaluates the incident by root cause analysis, establish remediation steps and communication with the Customer. 
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This support person might escalate this problem to another level of support or assign it to other member of the support team.
When the incident is resolved and tested by the Customer, the support person can close the Incident Ticket.

CONFIDENTIAL DOCUMENATION – Intended for internal use only!
2
image2.png
SRX04585 Reporting problem of Equipment Schedule

Workflow Step:
Project

Start Date:
Completion Date:
Severty.
Reported By:

Original Estimate:

Percent Complete:

Publicly Viewable:

Incident Reported

Fewzion

arsns [

worry (@)
Vi mpac

Janos Kardos

v Escalation Level
v Reported Date:
Due Date:
Priority:

v Status:
v Assigned To

‘Actual Duration;

Customer Contact:

Escalation Level 1

s [
a0 [
edim

open

Desciption
semp|[B 1 U s || Fomat - |[ Font - |[ see -|[sz A B ¢0DEmE Qll@su: | @
Cannot send equipment schedule report

Repro Steps:
semp|[B 1 U s || Fomat - |[ Font - |[ see -|[sz A B ¢0DEmE Qll@su: | @





image3.png
Technical
Knowledge

Support
Procedures

Tncident —— — - -

; Classification Investigation Resolution Incident
Dataction & *|& Initial Support " &Diagnosis " &Recovery Closure
Recording i

Diagnosis Call Lists / Protective
Procedures Customer Lists Measures

Recovery
Plans





image1.emf
OnTime

Customer Portal

support@fewzion.com

Customer

Feedback

Gadget of 

Fewzion

Login

Incident

Incident

Incident

Your Fewzion Site

Fewzion͛s Support Team

Communication

Communication


Microsoft_Visio_Drawing1.vsdx
OnTime
Customer Portal
support@fewzion.com
Customer
Feedback
Gadget of Fewzion

Login


Incident
Incident
Incident
Your Fewzion Site

Fewzion’s Support Team


Communication
Communication



image4.png
@feWZion INCIDENT RESPONSE PLAN

powerfully simple shift management




